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TO THE EDITOR: 

 

Artificial neural network (ANN), a computational model composed of nonlinear 

processing elements arranged in highly interconnected layers with a configuration that 

simulates a biological nervous system, has been widely used as a predictive model in 

medicine with the help of advances in computer-assisted analysis. Therefore, the 

quality of the chosen ANN model is increasingly concerned. To evaluate the quality 

for classification models in clinical investigation, it would be more appropriate to 

calculate discrimination and calibration concurrently.1 Discrimination is a measure of 

how well a model to distinguish subjects correctly as two different classes; calibration, 

goodness-of-fit, evaluates the degree of correspondence between the estimated 

probabilities produced by a model and the actual observation.  

 

Common measures used in discrimination for prediction include sensitivity, 

specificity, positive predictive value (PPV), negative predictive value (NPV), 

likelihood ratios for positive and negative tests, and area under the receiver-operating 

characteristic curve (AUROC). Porter CR et al2 constructed the ANN and logistic 

regression models to predict prostate biopsy outcome from various clinical data sets. 

The authors externally validated their models by demonstrating AUROC, specificity, 
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PPV, and NPV on the basis of fixed sensitivity at 0.90, which could not provide better 

index for the performance of each model. In fact, many researchers used AUROC 

with the best simultaneous sensitivity and specificity to determine discriminatory 

power of a model. The sensitivity and specificity at a cut-off value corresponding to 

the highest accuracy (i.e., minimal false negative and false positive results) should be 

computed and compared. Also from the perspective of statistics, the authors did not 

calculate the differences among AUROCs of their models by using statistical method 

such as pairwise comparison.3  

 

On the other hand, even though the AUROC with the best simultaneous 

sensitivity and specificity was used, a good discrimination has the possibility of poor 

calibration when classification outputs are transformed monotonically.4 To avoid this 

pitfall, calibration using Hosmer-Lemeshow statistic, Pearson Chi-square, or 

misclassification rate should be considered. Additionally, inter-rater agreement with 

kappa value among models could be adopted to approach the reproducibility and 

repeatability.5 In the era of evidence-based medicine, new predictive model should be 

carefully and critically appraised since arbitrary assessments may lead to wrong 

conclusions.  
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